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Abstract

This thesis presents results and conclusions obtained by studying ttidepAmA¢ correlation func-
tions in proton-proton collisions at center of mass engy@y= 7 TeV recorded by the ALICE ex-
periment. The shape aknA¢ correlation function is the result of several physical phenomena like
Bose-Einstein correlation, resonances decay, photon conversioifetsand elliptic flow. There are
also some detector effects, like limited acceptance, which also contribute teettedl shape of the cor-
relation function. My work focuses on fitting th®nA¢ correlation functions in order to quantitatively
describe the trends of its shape as a function of multiplicity and pair trasresentumyy s,,). The
main goal of the work is to extract the dominant structures in the shape)df¢ correlation function
in order to study their multiplicity angr ,.,, dependence. This can lead to better understanding of the
physical effects in pp collisions.

Fitting the AnA¢ correlation function is performed with the MINUIT analysis package integra
in the ROOT environment. The procedure is based on calculating%tetween the proposed fitting
function and the data for given values of parameters. The task of MINg.tb obtain the minimum value
of x? by finding the optimal parameters; it also provides the errors and thei@ogarmatrix necessary
in the discussion of uncertainties.

The introduced fitting formula is composed of four modified Gaussian fursstesach related to cer-
tain structure of the correlation function. Modified Gaussian functiongwdre more sharp and narrow,
correspond better to the shapes seen in the data. It is also necessalyde ansecond order polynomial
in the fitting formula to account for acceptance effectin

As a result of my studies | obtained the dependence of the parametersfibfahehe multiplicity
and pr .- It allowed to quantitatively describe the contribution of different phyigit@nomena to the
overall shape; however, there are situations where it is difficult to disshgthe different correlation
sources.
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Chapter 1

Introduction

1.1 Large Hadron Collider

The Large Hadron Collider (LHC) is the world’s largest and legtienergy particle accelerator
build by CERN, the European Organisation for Nuclear Resedtdres in a circular tunnel
of 27 km in circumference, 50 to 175 meters beneath the Fr&wass border near Geneva,
Switzerland. The LHC is a synchrotron which acceleratesle@ams of particles in opposite
directions in separate beam pipes. It is designed to aetelparticles to collide with energies
at the center of mass up {ds = 14 TeV for protons and/s = 5.52 TeV for lead ions. There
are four main experiments at the LHC: ALICE, ATLAS, CMS, LHCb [1].

ALICE

ALICE (A Large lon Collider Experiment) is an experiment opted to study heavy-ion colli-
sions, especially the properties of strongly interactiragtar, the phase transition to the Quark-
Gluon Plasma and the phase diagram of hadronic matter.llbavidlescribed in more details in
the next section.

ATLAS

ATLAS (A Toroidal LHC Apparatus) is, together with CMS, onetafo general purpose exper-
iments at the LHC. The main goal of this experiment is to sefocthe Higgs bosons and the
origin of mass. It also explores physics beyond the Stanikrdel e.g. extra dimensions of
space, supersymmetry, evidence of the existence of datkmaaid dark energy in the Universe.



1.2. ALICE Experiment 4

CMS

CMS (Compact Muon Solenoid), like ATLAS, is a general purpogseeiment with similar to
ATLAS goals. These two experiments complement each othteatleudesigned and optimised
in a different way to ensure cross-check of the measurements

LHCb

LHCDb (Large Hadron Collider beauty) is a specialised expemimgarticularly aimed at mea-
suring the parameters of CP (charge conjugation and parnityr@tries) violation in the inter-

actions of hadrons composed of beauty hadrons. It inveésigae slight difference between
matter and antimatter by studying bottom quarks.

1.2 ALICE Experiment

A Large lon Collider Experiment (ALICE) is a general-purposgetttor at LHC aimed to study
heavy-ion collisions. It focuses on the physics of stronghgracting matter and the quark-
gluon plasma at extreme values of energy density and tetoperaThe experiment is also
designed to study proton-proton and proton-nucleus aatissto provide reference data for the
heavy-ion programme and address several specific straagation topics for which ALICE
Is complementary to the other LHC detectors.

The ALICE detector is composed of 18 different detector systeach with its own spe-
cific technology choice and design constraints, driven tgththe physics requirements and
the experimental conditions expected at LHC. The most unfigatires of the experiment are
tracking and particle identification (PID) over a large maoroen range: from few a/eV/’/c up
to over100 GeV//c. This leads to the possibility of studying physics freaft (non-perturbative
QCD) tohard (perturbative QCD, likgets andhigh-p; particle production phenomena).

The experiment is built and is maintained by a collaboratbmore than 1000 members
from 105 Institutes in 30 countries. Three Polish instidusee involved in the collaboration:
Warsaw University of Technology, Andrzej Soltan Institée Nuclear Studies (from Swierk),
and Institute of Nuclear Physics of the Polish Academy oéBoes (from Cracow) [4].



Chapter 2
AnAg correlation function

AnAd¢ correlation function is the analysis technique based oratigular distribution of par-
ticles created in collision. The final shape of the systemhimm thomentum space is a re-
sult of many physical mechanisms that affects the trajextaof the particles. Studying the
two-particle correlations in thé\n—A¢ space allows to reveal those mechanisms. The cor-
relation sources, observables and the construction of\th&¢ correlation function will be
described in this chapter.

2.1 Observables

Pseudorapidity

Rapidity is a popular quantity in relativistic physics usédmatively to velocity for measuring
motion. In case of particle collisions it is defined relalyvi® the beam axis as:

1 E—i—ch
= - 2.1
y 2 n(E—i-pLC) ’ ( )

wherep;, is the component of the momentum along the beam axisFanglthe energy of a
particle.

Pseudorapidity is an angular variable used to approxinhateatpidity of a particle when its
mass are not known. It is defined as:

e (2] 22

wheref is the angle between the particle momentpmnd the beam axis.
In terms of momentum the pseudorapidity variable can baewis:

~ iy (—|p| “’L) , (2.3)
2 p| — L
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Figure 2.1: Definition ob angle.

wherep;, is the component of the momentum along the beam axis. Inivistat situation
when the momentum of a particle is much bigger than its mass> m), it is also a good

approximation of the rapidity:
1 E+pr
vy (). 24)

One can ask why the variable is used instead of the angldescribing the directional dis-
tribution of the particles detected after the collisioneTkeason is that differences in pseudora-
pidity are Lorentz-invariant under boosts along the beais &he difference of pseudorapidity
is measured in case dfnA¢ correlation function:

An=m —n. (2.5)

Azimuthal angle ¢

The azimuthal angle is the angle between the positiveaxis and the projection of the mo-
mentum vector onto they-plane (see figure 2.2):

¢ = arctan (&) . (2.6)

T

Y-axis
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\, d) X-axis
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Figure 2.2: The azimuthal angledefinition.

The difference of the azimuthal angle between two partisleefined as:

A¢ = (¢p1 — ¢o) mod2. (2.7)
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Such definition of the\¢ variable means that it insensitive to the direction of therdmate

system on the XY plane.

2.2 Construction of AnA¢ correlation function

The construction of thé\nA¢ correlations is based on calculating the difference in gseu
rapidity n and azimuthal angle for every pair of particles registered in the detectorsrafte
the collision. Then such count fills the two-dimensionatdgsam withAn and A¢ on axes.
This procedure is repeated for millions of events run in #rae conditions to ensure sufficient
statistics. As a result of this analysis we get 8gnal histogram (see figure 2.3).

Background

A
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Figure 2.3: TheAnA¢ Sgnal andBackground histograms.

The shape of th&8gnal histogram contains not only information about correlagibetween
pairs of particles but also background information comnagyfe the single particle acceptance.
In order to eliminate this background contribution we camsttheBackground histogram. It
Is build by taking into account pairs of particles comingnfrdifferent events; so, we expect no
physical correlation between them. An example of Baekground histogram is presented at
figure 2.3. Its characteristic triangular shape in variabilgs a result of the convolution of two
uniform distributions.

Dividing Sgnal by Background gives the final shape of the correlation function. Because of
the different amount of entries in both histograms it is 138eey to scale th&gnal-Background
ratio in the following way:

NY.
R (An7 A¢) _ pairs S (Ana A¢)

N B (An, Ag)

As a result the final, characteristic shape of fwA¢ correlation function is obtained. An
example is presented in figure 2.4.

(2.8)
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| Signal/Background |

Figure 2.4: TheAnA¢ correlation function.

2.3 Correlation sources

The AnAg¢ correlation function is the angular distribution of thgéciories of pairs of particles.
Several physical phenomena affect the trajectories ofymed particles giving the final shape
of the AnA¢ correlation. The most important correlation sources ariijets, Bose-Einstein
correlations, elliptic flow, resonance decays and photorne&sion. Each of those has an unique
structure inAnA¢ space which will be shortly described in this section.

Minijets
One can consider minijet as a stream of particles. The meguént case are the so called

back-to-back jets — two streams of particles going in opposite directidreere are two possible
options, for analysing jets see figure 2.5:

1. Pairs of particles going in the same direction. The diffiee in angleg and¢ is close
to O; so, pairs form a minijet peak are centred at (0,0) — letirred to as theear-side
peak.

2. Pairs of particles, which go in opposite directiohadk-to-back jet). The distribution in
azimuthal angle is close tor, but there is no strong correlation i¢; so, An is almost
uniform. As a result we observe a wide ridgefat = 7 — later referred to agway-side
ridge.
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Example: jets Axial Autocorrelations
s ™)
away-side peak
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Figure 2.5: The contribution of the minijets to the;A¢ correlation function [5].

Bose-Einstein correlations

According to the Bose—Einstein statistics, identical pses (bosons) are likely to be produced
together and emitted in similar direction with smallh and A¢. It gives an additional contri-
bution to thenear-side peak.

Elliptic Flow

In general, the source emitting particles can be anisatraphich causes correlations among
particles. Elliptic flow is a collective effect originatirfgom source anisotropy which adds a
cos(2A¢) type oscillation to the overall shape. It is observed in lygan collision, but not
expected in proton-proton collisions.

Resonances

Resonances decay isotropically in their own reference frditlee decay occurs while moving
with certain velocity, all created particles go forward irsianilar direction, and with small
difference inAn andA¢; so, they contribute to theear-side peak.

Photon conversion

Electrons and positrons originating from conversion oftphe go in the same direction, with
small angle differences; therefore, they produce a vergpsfear-side peak.

Momentum conservation

Conservation laws ensure that for all particles going in lsindirection, there would be also
a number of particles going in the opposite direction. Themmotum conservation law for
minijets is actually taken into account in thear-side peakaway-side ridge.
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Overall picture

The final shape of thAnA¢ correlation function is a mixture of all the above mentioced-e-
lation sources. Figure 2.6 shows all discussed structefesing to the corresponding sources.

JAway-side” (A ~ 1) jet correlations:
Correlation of particles between
back-to-back jets

Bose-Einstein correlations:
=14 (Ad,An)~(0,0)
3“ ("

2 1

Momentum conservation:

~ -cos(Ad)
Photon conversion
Near-side” (A} ~ 0) jet peak: Resonances, string fragmentation
Correlation of particles within
a single jet

Figure 2.6: Contributions from different correlation sesdo theAnA¢ correlation function
(7 TeV pp collision data).
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Experimental setup and datasets

3.1 Detectors

The AnA¢ analysis requires the precise measurement of the produigles of particles. For
that purpose three ALICE subsystems were used: Inner Trg&yiatem (ITS), Time Projection
Chamber (TPC) and VZERO. The full description of all the ALICBbdatectors can be found
in [4].

3.1.1 Inner Tracking System

The Inner Tracking System (ITS) is the innermost subdetecimposed of three different types
of silicon detector&licon Pixel Detector (SPD), Slicon Drift Detector (SDD) andSilicon Strip
Detector (SSD). The detector layout is shown in figure 3.1.

SSD

SDD

SPD

R, =43.6 cm

Figure 3.1: The Inner Tracking System [4].

e Slicon Pixel Detector (SPD) [3] is essential in determining the position of the primary
vertex. It is built of hybrid silicon pixels which consist siflicon detector diodes with
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a thickness o200 um. The SPD covers pseudorapidity ranggls< 2 and|n| < 1.4
for the inner and outer layers respectively, for particleginating from the center of the
detector.

e The Slicon Drift Detector (SDD) [3] consist of a300 pm thick layer of homogeneous
high-resistivity silicon and covers the regipy} < 0.9. It provides energy-loss informa-
tion for the particle identification thanks to its analogdeat.

e TheSlicon Srip Detector (SSD) [3] is composed of silicon micro-strips coverifig <
0.9. The strips on two sides allow two-dimensional measuresehthe track position
together with an energy-loss measurement for the partieletification.

3.1.2 Time Projection Chamber

The Time Projection Chamber (TPC) [6] is the main tracking detector used to provide informa-
tion about charged particles; their momenta, verticestjposi and particle identification. It is
located between radii af.85 m and2.5 m (sensitive volume) and has a lengthffn — the
biggest TPC in the World. The detector is filled with m* Ne-CO,-N, gas mixture. A drift
field of 100 £V stretches between the central electrode (which is locdted-a0) and the two
readout planes at = 2.5 m andz = —2.5 m. A schematic picture of the TPC is shown at
figure 3.2.

The readout of the signal is performed by the 570132 pads dfédeht sizes which form
the cathode of multi-wire proportional chambers locatethafTPC end caps. The end caps are
segmented into 18 trapezoidal sectors. These sectorsvagediradially in two chambers with
varying pad sizes, optimised for the radial dependenceacktdensity. Pads are organised in
159 rows radially.

Tracking particles it the TPC is limited in the pseudorayidange of|n| < 0.9 for full
radial length and up t@)| < 1.5 for 1/3 radial length. The range of transverse momenta at the
nominal magnetic field of.5 7" is from about200 MeV/c up to100 GeV/c. The momentum
resolution of the tracks is better than 2.5% for tracks withamentum below Gel//c.

3.1.3 VZERO

TheVZERO (also referred to ag0) [7] is a small-angle detector consisting of two arrays of 32
scintillator counters, each installed on both sides of th&Ck interaction point: VZERO-A at
z = 3.3 m, covering the pseudorapidity ranges < n < 5.1, and VZERO-C at = 0.9 m,
covering the pseudorapidity range.7 < n < —1.7.

The main task of the VZERO system is to provide the onliggel O centrality trigger
for ALICE by setting a threshold on deposited energy and toigdeoa background rejection
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Figure 3.2: The Time Projection Chamber [6].

capability (contribute to the rejection of asymmetric begas events). The time resolution of
this detector is better thanns. Its response is recorded in a time windowdat5 ns around
the nominal beam crossing time.

3.2 Datasets

The data used for this analysis come from the LHC protongprotins registered in 2010 and
in the first half of 2011 at center of mass energdy = 7 TeV. There were 530 millions of
analysed events.

3.2.1 Multiplicity ranges

As the multiplicity of the eveniV,, we consider the total number of measured, charged particles
in the detector acceptance rarjge < 1.2. All the events from the pp collision data gfs =

7 TeV were divided into eight multiplicity ranges. The divisiormgvmade in such way that in
each multiplicity range the number of like-sign pairs is garable. All the ranges are listed in
table 3.1. They are also shown in the raw multiplicity dimition plot in figure 3.3.
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Range| N., | Ng/ < N > | No. eventsx10°
1 2-11 0.15-0.8 322.7
2 12-16 0.9-1.2 85.0
3 17-22 1.2-1.6 61.2
4 23-28 1.7-2.1 37.9
5 29-34 2.2-2.6 17.9
6 35-41 2.7-3.2 8.5
7 42-51 3.2-4.1 3.8
8 52-151 4.2-10.8 0.7

Table 3.1: Multiplicity ranges for pp collision data at theeegy of /s = 7 TeV.

0 20 40 60 80 100 120 140

raw Nch

Figure 3.3: Multiplicity distribution for the/s = 7 TeV pp collision data with multiplicity
ranges in colors.

3.2.2 pr sum ranges

The quantity related to transverse momentum of the pair gighes iSspy 5., defined by the
equation:
Prsum = [Pra| + P2l (3.1)
Such definition makes this quantity intensive to the variable. The introducegdy s,
ranges are presented in table 3.2.2. Phesum distribution plot for the/s = 7 TeV data is
shown in figure 3.4.

3.2.3 Charge dependence

The analysis was performed on three combination on charterva pair of particles: positive
like-sign (++), negative like-sign (- -), unlike-sign (+-The difference between like-sign and
unlike-sign pairs is expected to be observed at least beazfube femtoscopic effects which
occur only for identical particles.
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Range| pr-sum[GeV/(]
0.0-0.75
2 0.75-1.5
3 1.5-2.25
4 2.25-100

Table 3.2:pr,sum ranges for th¢/s = 7 TeV pp collision data.

— A0°
wF
o C
* ool (0.0 -0.75)
Q_ -
T _F =1(0.75 - 1.5)
"-E 35““7—
gL 0 (1.5-2.25
% :mn:— )
c = (2.25 - 100)
zsuu:—
Zﬂﬂﬂ;
15ﬂﬂf—
1000;
mai—
u ]
0 1 2 3 4 5

P, *p,,(GeVic)

Figure 3.4: pr ..., distribution for they/s = 7 TeV pp collision data withpr .., ranges in
colors.
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Fitting procedure

4.1 Introduction

The result of theAnA¢ correlation function is a 2D surface in 3D space, with thequai
shape which is the result of many physical phenomena thatrquast after the collision. In
this research we look for an analytical function that ddmsithis shape. Inventing the formula
of such function is not an easy task - it has to be relativatypg and contain the minimum
number of parameters. Those parameters are generally wnkiwit it is possible to obtain
them by minimising the difference between experimentaletation function and the analytical
function.

Performing the minimisation of the multi-parameter fuoatis, in gerenal, a complicated
problem. Even if the theoretical model is constructed wiblg analytical function still can
have many local minima that are potential solutions of theimisation process. The physical
predictions about parameters help to reach proper solthetrfit best to the theory.

In this work fitting the analytical function is based BHNUIT, which is a numerical min-
imisation program originally written in the FORTRAN programnmg language by the CERN
physicist Fred James in the 1970s. Later it was re-writteG+e and adapted to the ROOT
environment. The program searches for minima in a useretkfimulti-parameter function and
analyse the shape of the function around the minimum. Thecipal application is foreseen
for statistical analysis, working og-square or log-likelihood functions, to compute the best fit
parameter and uncertainties, including correlations betwthe parameters.

The MINUIT system involves several minimising algorithnis.the case of this work, the
MIGRAD method was used.
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4.2 MIGRAD algorithm

MIGRAD is a minimisation subroutine based on a variable metrethod by Fletcher [8]. It
is considered to be the most efficient and complete singléadetrecommended for general
functions. The algorithm is characterised by the follonmggmneral approach [9]:

1. The vector of parameteds$ is filled by starting values given by user. According to those
values, the first derivative&S are computed. The covariance mathiixmay be only a
diagonal matrix or even the unit matrix in the first step.

2. New vector of parameters is compudetd= X —a'V -GS, finding thea which minimises
the F(X — oV - GS). For givenX' the new gradienGS’ is calculated.

3. The covariance matri¥ is updated by the general fori = V+f(V, X, X', GS, GS').
ThenGS is replaced byGS’, X by X’, andV by V' and steps (1) and (2) are repeated
until some convergence criteria are satisfied.

The "estimated distance to minimum” (EDM) is used as the eayence criteria. It is calculated

by:
EDS =GS".V.GS. (4.1)

4.3 Chi-square function

Minimising algorithm works on the?, defined by:

n

X(X) =) (f(An, Adi, X) — €)?, (4.2)

=1
wheref is a user-defined multi-parameter fitting functienis the measured value aidis the
vector of free parameters being fitted. As a result of the migeation of they? value we obtain
the parameters that describe the dataset best.

4.4 Residual histogram

Because the analytical function used for fitting is unknowaneed a tool to check and improve
many of the proposed functions. Using only thequare value is insufficient — it indicates only
if the fitting is correct or not without any insight on possitiletter solutions. For that reason
the Residual histogram is used. The data of th&nA¢ correlation function are stored in two-
dimensional histogram (ROOT$SH2D object). According to the used fitting function and
obtained parameters the correspondhitted histogramis created. Th&esidual histogram is

a difference between them and is graphically displayed deoto indicate the improvements
in the fitting function. The fitting is correct if a fl&esidual histogramis obtained.
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4.5 Fitting formula

In chapter 2 three main structures in the shape ofAhé\¢ correlation function are distin-
guished:near-side peak,away-side ridge andongitudinal ridge. Fitting formula is intended to
reproduce all those structures.

45.1 The combination of the Gaussian functions

The first attempt on finding the right fitting function was t@utke combination of the Gaussian
functions. See equation 4.3.

C(A¢,An) = My exp (- AF + A )) + M exp (— <(A¢ —2m)” + A ))

An?
+ M exp —(202 ))
Ln

+ N, (4.3)

whereM,y, oue @andoyy, are parameters of theear-side Gaussian, meant to describe the
minijet correlation structurel/s, os, andog, are meant to describe tiear-side femtoscopic
correlations M 4 ando 4, are meant to describe tlagvay-side ridge and momentum conserva-
tion, andM;, o1, are meant to describe the longitudinal ridge. In additidnis the overall
normalisation. The\¢ variable refers to the diffenerce in the polar angle whighesodic, so
all the components of the function with thep variable also have to be periodic with perixd

Figure 4.1 shows the visualisation of data correlation fiong the fitted function and the
residual histogram. The structures in residual histogremmepthat proposed formula does not
fit to the data well. The radial shape around the point (0,0psest that thenear-side peak in
the data correlation function has different slope thanlteguhe fitting function. It means that
the formula require some modification of the shape.

45.2 The combination of the modified Gaussian functions

The shape of the Gaussian functions was modified by additexpmnents to ensure better fit
to the data. See the new fitting formula on equation 4.4.
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Experimental data Fitted function Residual histogram
Figure 4.1: The example of results for function 4.3.
At A\ Ap—2m)2 A2\
C(Ap,An) = My exp ;b + 727 + Myexp | — (A0 3 ) ;7
2055 200, 2034 200,
AP?  An?
+ Mgexp (g Z
2US¢ 20577
A B 2 €A A 2 €A
20A¢ 20A¢
AN
+ My exp Z
207,
+ N, (4.4)

wheree,,, ¢4 ande;, are the additional exponents that modify the Gaussian ifumst The

rest of the parameters is consistent with equation 4.3. ffheeince of the exponent on the
shape of Gaussian function is shown in figure 4.2. Furtheliesuproved that modification is

necessary only in case of the minijet peak, the other experaea fixed to 1.

Figure 4.3 proves that the modified Gaussian functions spaed to the data much better

than it was in the previous case. The residual histogranmest flat, except of the "wings”

structure in the largé\n region. The simulations have shown that its shape diffetk wuts

proceeded on data. It indicates that those "wings” are dtresdetector acceptance effects.



4.5.3. The combination of the modified Gaussian functions with the send order polynomial

function 20
Exponent = 0.2 Exponent = 0.5 Exponent = 1.0
= 1 = 1 A
0.8F 0.8
0.6 0.6/
0.4f 0.4f
0.21 0.2
% 5 0 5 10 % 5 o 5 10
X X X
Exponent = 1.5 Exponent = 3.0 Exponent = 10.0
=~ X = X = 1
0.8 0.8 0.8
0.6 0.6 0.6/
0.4f 0.4f 0.4f
0.2 0.21 0.2
9% s o 5 10 % 5 0o 5 10 9% 5 o 5 10
X X X

Figure 4.2: The influence of exponent on the shape of the Gauksction.
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Figure 4.3: The example of results for function 4.4.

4.5.3 The combination of the modified Gaussian functions with the second

order polynomial function

The wing structures were accounted for by adding the secadet polynomial function to the
fitting formula, which is given on equation 4.5.
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function 21
A2 A2\ Ap—2m)2 A\ "
C(Ap,An) = Myexp | — 2? + 727 + Myrexp | — ( ¢2 ) 727
O Mo 20‘M77 20M¢ 20Mn
A¢*  An?
M _
A¢ —7)?2 A+ )2
20A¢ 20A¢
An2
+ Mpexp | — 3
QJLn
+ P(Ap*) +N, (4.5)

where P is the parameter of the second order polynomial functiore fbihmula 4.5 is the

final stage of obtaining the correct fitting function, whishproved on figure 4.4.

Experimental data
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Figure 4.4: The example of results for function 4.5.



Chapter 5
Developed software tools

In this chapter the program used for fitting the experimertalA¢ correlation function is
shortly described. It was written in the ROOT environmemhg|i2d is based on the two methods:
fit(TH2Dx) andfit ppnb(int).

Format of the experimental data

The experimental data come from the analysis done by Mag@danik and Lukasz Graczykowski.
The histogramsT{H2 D objects) with thesignal andbackground (see chapter 2) data of theyA¢
correlation function for each multiplicity ang ,,,, case are stored in the oot file. Read-

ing form the. r oot file and creating the final correlation function is perforniedhe method
fitppnb(int).

The fitppmb(int) method

This is the main method which is intended to perform the foifg tasks:
¢ read thesignal andbackground histograms from ther oot file,
e create the histogram with th&nA¢ correlation function,
e actthefit ( TH2D+) method on the histogram with thenA¢ correlation function,

e write the results to ther oot file.

Creating the AnA¢ correlation function

The argument of théi t ppnb(i nt) method is used to choose the charge of particles within
a pair. There are three possibilities: both particles amdtipely charged (plus), both particles
are negatively charged (minus) and pairs of particles waghosite charge (mixed).
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swi t ch( nanmech) {
case 0: nane = "plus"; break;

case 1: nane "m nus"; break;

"m xed"; break;

case 2: nane
}

Then the data is read from the proparoot file. The final AnA¢ correlation function
is obtained by dividingsignal by background and performing the scaling, which is necessary
because of different number of entriessignal andbackground histograms.

doubl e scal e_den=((TH2D+)gDi rectory->Get (Si gnal )->I ntegral ();
doubl e scal e_nume(( TH2D+) gDi rect ory- >Get ( Background) - >I ntegral () ;
TH2D* num = (TH2D+) gDi rectory->Cet ( Si gnal ) ;

num >Di vi de( ( TH2D+) gDi r ect or y- >Get ( Backgr ound) ) ;

num >Scal e(scal e_den/ scal e_nun);

After creating thenumhistogram with theAnA¢ correlation function thé i t ( TH2Dx)
method is run.

fit(num;
The last task of théi t ppnb(i nt) method is to create the plot$H1D objects) of pa-
rameters which are the result of thet ( TH2D+) method and save them to the oot file.

TFile »out = new TFile(Fornm("out.fit.%s.root", nane), " RECREATE") ;
out ->cd();

hNor mal i zati on->Wite();

hM ni j et PeakMagni t ude->Wite();
hM ni j et PeakPhi ->Wite();

hM ni j et PeakEt a->Wite();

hM ni j et PeakExp->Wite();
hShar pPeakMagni t ude->Wite();
hShar pPeakPhi - >Wite();

hShar pPeakEt a- >Wite();
hAway Si deMagni t ude->Wite();
hAwaySi dePhi ->Wite();

hAway Si deExp->Wite();

hLongRi dgeMagni t ude->Wite();
hLongRi dgeEt a->Wite();
hLongRi dgeExp->Wite();

hPar abol a->Wite();
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The fit(TH2D*) method

This method is intended to perform the fitting of the anajtiminction (TF2 object) to the
AnAdg correlation function. At first, it creates the fitting furai according to the formula 4.5.

const char *form= "[0]
[ 1] *exp(-TMat h: : Power (((x-Pl)*x(x-Pl))/(2+x[10]*[10]),[12]))

=+

+ [ 1] *exp(-TMat h: : Power ( ((x+Pl)*(x+Pl))/(2*[ 10] [ 10]),[ 12]))
+ [ 2] rexp(-TMat h: : Power (x*x/ ([ 3] [ 3] *2) +y*y/ ([ 4] *[ 4] *2),[ 13]))
+ [ 2] *exp(- Thvat h: : Power ((x-2PI)*(x-2P1)/ ([ 3] *[ 3] *2)
+ yxyl ([4]+[4]*2),[13]))
+ [5] xexp(-(x*x)/ (2+[6]x[6])-(y*y)/ (2+[7]*[7]))
+ [ 8] rexp(-TMat h: : Power (y*y/ (2+x[ 9] *[9]),[11]))
+ [14] xy*y";

fitfun = new TF2("fitfun",form;
Then the starting values of parameters and limits are defined

Il Mnijet
fitfun->SetParanmeter(2, 0.4);
fitfun->SetParanmeter(3, 0.7);
fitfun->SetParaneter (4, 0.40);
fitfun->Set Paraneter(13,0.6);
/'l Sharp peak
fitfun->SetParaneter(5, 0.5);
fitfun->SetParanmeter(6, 0.11);
fitfun->Set Paraneter (7, 0.17);
/'l Long ridge
fitfun->SetParaneter(8, 0.01);
fitfun->SetParanmeter(9, 0.8);
fitfun->Set Paraneter (11, 1.0);
/'l Away-side ridge
fitfun->SetParaneter(1, 0.08);
fitfun->SetParaneter (10, 1.0);
fitfun->Fi xParaneter (12, 1.0);
/'l Parabol a
fitfun->SetParaneter(14, 0.0);
/1l Limts
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fitfun->SetParLimts(0, 0.60, 1.02);
fitfun->SetParLimts(3, 0.1, 0.8);
fitfun->SetParLimts(4, 0.1, 1.0);
fitfun->SetParLimts(13, 0.35, 0.75);
fitfun->SetParLimts(5,0.1, 10.0);
fitfun->SetParLimts(6,0.1, 0.3);
fitfun->SetParLimts(7,0.1, 0.3);
fitfun->SetParLimts(8, 0.0, 100.0);
fitfun->SetParLimts(9, 0.4, 2.55);
fitfun->SetParLimts(11, 0.0, 1.5);
fitfun->SetParLimts(1, 0.0, 100.0);
fitfun->SetParLimts(10, 0.6, 3.0);

The next step is to run thRIINUIT algorithm which looks for the optimum values of the
parameters.

inhist->Fit(fitfun,"WRN","");
W RN are the options of the fit:

e "W’ Set all errors to 1
e "I” Use integral of function in bin instead of value at bin ¢en
e "R” Use the range specified in the function range

e "N” Do not store the graphics function, do not draw
The last task of this method is to create the residual hiatagr

for (int ix=1; ix<=res->CetNbinsX(); ix++)
for (int iy=1;, iy<=sres->GetNbinsY(); iy++){
vh I nhi st->Get Bi nContent (ix, iy);
vf fitfun->Eval (i nhist->CGetXaxi s()->CetBi nCenter(ix),
i nhi st ->Get Yaxi s()->GetBi nCenter(iy));
res->Set Bi nContent (ix, iy, vh-vf);
}

At the end the fitted function and the residual histogram aiittem to the proper r oot

file.
canfit->SaveAs(Fornm("canfit.%s.root",inhist->CetTitle()),"RECREATE");

The figures 4.1, 4.3, 4.4 and all the figures in the chapter 6laig@ned by described in this
chapter software tools and stored in theoot files.



Chapter 6
Fitting results

The parameters of the fit are visualy presented in the pldteimultiplicity and transverse mo-
mentum dependence. They are shown together with the pltts afn A¢ correlation functions

in order to easily associate fit results with general trendbé data. In a few situations, when
the structures of the correlation functions are very sntladl,parameters reach the values near
to zero which causes enormously high error bars. Symboldats gorrespond to the symbols
of fitting formula 4.5, we repeat:

o My, omg, Oy, v — Parameters of minijet peak,

o Mg, 054, 0g, — parameters of peak describing femtoscopic effects,
o My, 044, ea — parameters of away-side ridge,

o My, or,, e, —parameters of longitudinal ridge,

e P —parabola parameter,

e N —normalisation.
In legend:

e "plus” means pairs of positively charged patrticles,
e "minus” means pairs of negatively charged particles,

¢ "unlike-sign” means pairs with particles of opposite clearg

6.1 Multiplicity dependence of the fit parameters

In this chapter the multiplicity of the event is represengsda root of the third degree of a
number of detected charged particles per the unit of psapdbty. Further it will be simply
called multiplicity.
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Energy /s =7TeV
Observations, figure 6.1.:

e Minijet peak has the same magnitude for like and unlike-ggirs, but is wider for
unlike-sign. Exponent is much lower than 1, which makes teakpmore sharp than
non-modified Gaussian,

e Away-side ridge for unlike-sign pairs is a bit bigger tham hixe-sign pairs, which is
consistent with the message of minijet near-side peak (Isecminijet peak should be
related with away-side ridge),

e Longitudinal ridge exist only for lowest multiplicity anchiike-sign particles,

e Femtoscopic effects are included only in case of like-sigimgpand are lowering with
multiplicity,

e "Wings”, which we relate with acceptance effects, are lamgkvith multiplicity,

Near-side peak for negatively charged pairs is higher tbapdsitively charged pairs.

6.2 Transverse momentum dependence of the fit parameters

The shape of correlation function varies significantlyif.,,, dependence, especially for low
pr.sum- This section involves plots describing this variation. d¥isignificant in this investiga-
tion is the relation between minijets and Bose-Einsteinct$fenvhich are expected to be easy to
disentangle in those circumstances.

Energy /s =7TeV
Observations, figure 6.2:

e big difference between like-sign and unlike-sign espécfal low py .., It is associated
with femtoscopic effects expected for like-sign pairs,

e femtoscopic effects lowering withy ..., for like-sign pairs,

e minijet peak and away-side ridge rising with ..., both for like-sign and unlike-sign
pairs,

o small longitudinal ridge observed only for low: s,

¢ negligible "wings” effects.
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Figure 6.1: Multiplicity dependence gfs = 7 TeV.
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Chapter 7
Analysis of uncertainties

This chapter presents the analysis of uncertainties bystganany sources of the systematic
errors.

7.1 Polarity of magnetic field

Magnetic field fills the detector in order to bend the trajdeto of particles. Generally it is
one direction of magnetic field and two possible senses, it each other. In the ideal
detector observables should not depend on the sense of ticdiggid. However, if we consider
additional influences e.g. external magnetic field or detaeisponse, then some variation may
be observed. The results of this investigation are showrgurdi 7.1. The difference between
the fit values for opposite senses of magnetic field is a dmritdn to the systematic error.

7.2 Periods of data collection

LHC is a long term project; so, stability of the detectors igeay important factor. A com-
parison of the fit parameters coming from different periofidada collection has been done to
investigate the time variation of the results. Accordingh®e results shown in figures 7.2 there
is no time dependence of the fit parameters and the only €liféer comes from different senses
of the magnetic field.

7.3 Pseudorapidity range

The detectors used in the experiment, and especially thewt¢h is the most important in
AnAg, cover limited range of pseudorapidity. Hoft > 1.5 new structures appear so called
"wings effect” which may affect fit the parameters. To cheuk influence the fitting procedure
was performed on data with different pseudorapidity rargas it turn out that there is no
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Figure 7.1: Comparison of fit parameters for both senses ohetaxfield and overall data.

influence on fit parameters in the investigated pseudotgpiginges. The results are shown in

figures 7.3 and 7.4.

7.4 Number of TPC clusters

The minimum number of TPC clusters associated to the tracksgato 70 (maximal value
of the associated clusters is 159, which is related to thed tatmber of padrows in the TPC
detector). We studied the influence of changing this set@®tand 80 to observe the variation

of fit parameters. Plots on figure 7.5 show that there is nafggnt influence.
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Figure 7.2: Comparison of fit parameters for different pesiadd like-sign pair particles.

7.5 Parameters limits and starting values

Depending on different starting parameters and paramitats the result of the fit may vary.

The reason is that the chi-square function, which is miraéchis order to get the best fit, may

have several local minima (fit solutions). The multi-dimensl space of parameters has re-

gions leading to different solutions so it is essential toage the right starting parameters.

Limits are necessary to avoid mathematically correct, thytsjically meaningless solutions.

The expectation for the a correct solution is that small gearof the starting parameters and

limits will not affect the final result of the fit. The small ééfence in result of the parameters is

considered as a contribution to the statistical errors.
Figures 7.6 and 7.7 show that the solution is stable — 10%gshahstarting parameters and
limits generally does not affect the final fit parameters.
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Figure 7.5: Comparison of fit parameters for different nundié&rPC clusters.
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Chapter 8
Conclusions

This thesis is a part of research done during my stay at CERNnm&r 2011. It involves the
results of fitting theAnA¢ correlation function in the proton-proton collisions ahtax of mass
energy,/s = 7 TeV recorded by the ALICE experiment.

Developing the numerical methods of analysing and fittirggdbrrelation functions, based
on the ROOT environment was the main effort of this work. Amottask was to find the proper
fitting formula. Finally it turned out that formula composeithe modified Gaussian functions
and the second order polynomial function is sufficient. Adbed methods of minimisation
based on MIGRAD algorithm allowed to obtain the parametetb@fitting formula.

The final shape of the residual histograms proves that fittioidks well for multiplicity and
pr.sum dependence. Observations of the behaviour of fit paramaflersed to draw following
conclusions:

¢ the hypothesis of the existence of the minijets correlatiwas confirmed,

e the difference between same-sign and unlike-sign comeldiinction confirms the exis-
tence of the femtoscopic effects,

¢ all the structures in thAnA¢ correlation function are decreasing with multiplicity, ere
the main contribution comes from the minijets correlatiang the femtoscopic correla-
tions. In case of the minijets, for the high multiplicity es, we have many minijets
produced in one collision; therefore different minijetsbme background for each other
and the correlation per pair decreases. The fact of the agagfemtoscopic correlation
with multiplicity was studied and described in details iQ]1

e the studies in ther ..., dependence allowed to distinguish the correlations corfnorg
minijets and femtoscopy. For lowt ..., dominant contribution to the near-side peak are
given by the femtoscopic effects, which are decreasing with,,,, while minijet effects
are growing withpr .,
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e near-side peak has non-Gaussian shape. Gaussian funatidifieth by an additional

exponent reproduces this shape well,

¢ longitudinal ridge is observed only in case of unlike-sigirg of particles and low mul-

tiplicity,

¢ tendencies of minijet-peak and away-side ridge are dyreethted. It indicates the same
source of those structures - production of the minijets.
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